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Abstract The advances in understanding the kinetic behavior
of certain environmental electron transfer (ET) systems are
presented. Emphasis is placed on the homogeneous ET chem-
istry of transition metals, particularly the FeII/III system, in
various relevant forms. In the context of modern ET theory,
we examine the utility of computational chemistry methods
for the calculation of ET quantities such as the reorganization
energy and electronic coupling matrix element. We discuss
successful application of the methods to topics of homoge-
neous oxidation of dissolved metal ions by molecular oxy-
gen in aqueous solution, as well as the prediction of electron
mobility in solid phase iron oxide crystals. The examples
illustrate the significant potential for many more advances in
understanding environmental ET systems through the com-
bination of ET theory and computational chemistry.

Keywords Electron transfer · Iron · Manganese · Polaron ·
Electronic coupling matrix element · Reorganization energy

1 Introduction

The description of the chemistry of natural waters almost
always involves, by necessity, the influence of electron trans-
fer (ET) reactions on the system. This includes an extremely
diverse range of possible mechanistic pathways, including
abiotic and biotic, homogeneous and heterogeneous, spon-
taneous and photochemical ET. Moreover, we often find ET
reactions to be important in natural water systems, because
of their slowness. The processes in natural waters that hinge
directly upon the facility with which electrons can be trans-
ferred (i.e. the ET rate) include the movement of redox-
sensitive metals such as Fe and Mn [1], the respiration of
dissimilatory metal-reducing bacteria [2] and the related role
of electron shuttle molecules [3–5], and the reductive dis-
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solution of metal oxide minerals [6,7]. In addition to the
vast array of natural ET processes, we have many impor-
tant man-made environmental challenges in which ET rates
are in direct control of the fate of anthropogenic contami-
nants. Examples in this category include the immobilization
and recovery of redox-active toxic metals and radionuclides
[8–11], and the reductive/oxidative degradation of organic
solvents and pesticides [12–16]. Owing to the lack of a bet-
ter descriptor, we refer to the collective cornucopia of possi-
ble natural and contaminant ET systems in natural waters as
‘environmental ET systems’.

Given the importance of environmental ET systems, it is
surprising that very little quantitative information is known
about them at a fundamental level, even for the most central
ones. The scientific lineage of modern ET theory stems from
a few identifiable starting points, with great forward advances
occurring way back from 1950s [17–20]. Thus, for more than
50 years, there have been only a few instances in which basic
ET theory has been applied specifically to environmental ET
systems. Therefore, it is possible to identify certain systems
where the application of ET theory would immediately be
very fruitful for improving our scientific understanding. This
is especially true in light of the current widespread use of
computational chemistry methods for simulation of elemen-
tary chemical reactions in general.

One such environmental ET system is the slow oxidation
of MnII by oxygen in aqueous solution, a principal process
regulating the rate of manganese cycling in natural waters.
Thermodynamically, the most stable form of Mn in the pres-
ence of oxygen is in a solid phase oxide [21]. However, the
homogeneous abiotic oxidation ET reaction has been shown
to be kinetically inhibited for time periods on the scale of
months [22]. There are many reports of experimental mea-
surements of the homogeneous oxidation kinetics of aqueous
metal ions such as FeII [23–30], MnII [22,31–33], and CrII

[34–36]. The list grows significantly if the catalytic roles of
solid mineral surfaces or microbiologic activity is included.
However, in all cases, the physical quantities controlling and
differentiating the oxidation rates of the different metal ions
remain poorly understood.
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Another instance in which ET kinetics directly impact an
environmental system is the hopping mobility of electrons in
solid phase iron oxide minerals [37–41]. Hematite (α-Fe2O3)
is one of the primary electron sinks for a wide range of envi-
ronmental abiotic and biotic ET processes in natural waters.
For example, the natural respiratory action of dissimilatory
metal-reducing bacteria attached to hematite leads to reduc-
tion of FeIII acceptor sites in the oxide phase [2]. The injection
of electrons has the general outcome of converting FeIII into
FeII and, at an interface with solution, this is often coupled
with dissolution of the hematite by release of FeII. One of the
key mysteries is exactly how donated electrons are spatially
and kinetically linked with release of FeII from the solid sur-
face [42]. Pure hematite is anti-ferromagnetic below ∼960 K
[43,44] and has a charge transfer band gap of 2.2 eV [45,46].
The electrical properties of hematite have been the focus of
many studies, starting with Morin [47]. Electrical conduction
is attributed to the hopping of small polarons [48], whereby
the ET occurs between spatially localized Fe(3d) electronic
levels from one iron atom to another by FeII/III valence alter-
nation [49,50]. Despite the experimental coverage on this
topic, only very few theoretical expositions of ET processes
in solid phase iron oxides have been produced [40,51,52].

The purpose of the current paper can be stated simply. We
wish to highlight advances that are being made specifically
on environmental ET systems through the combined use of
modern ET theory and ab initio computational chemistry cal-
culations. For the sake of this, we review the physical quan-
tities of ET theory and methods of their computation. This is
followed by demonstration of successful application towards
the two environmental ET systems mentioned above, namely,
metal ion oxidation and charge mobility in hematite. Lastly,
we conclude with a perspective on future directions.

2 Electron transfer model

The ET treatment discussed here is based on Marcus’ two-
state model [17], and many standard texts review the formal-
ism presented below. We define the ET reactants as consisting
of an electron donor (D) and an electron acceptor (A). For the
moment, we need not define the environment in which the
reactants exist, so the reactants could be, for example, a pair
of solution species in an encounter complex, or neighboring
metal sites in a solid phase, or a surface complex at a solid–
liquid interface. Nor do we yet need to specify if the reactants
are connected through shared bridging groups or not. How-
ever, close proximity of the reactants is implied. Hence, we
denote the initial electronic state (also called the ‘reactants
state’) asψA=D· · ·A and the final electronic state (also called
the ‘products state’) asψB=D+ · · · A−, where ‘· · · ’ indicates
that the donor and acceptor are in close proximity on the scale
of a few Ångstroms.

Electron transfer is a Franck-Condon process; electron
motion is effectively instantaneous relative to the frequency
of nuclear motion [53,54]. In order for the electron to move
from donor to acceptor, the donor and acceptor energy levels
must be brought into coincidence. The coincidence condi-

Fig. 1 Two-state potential energy diagrams showing the essential quan-
tities of an a asymmetric and b symmetric ET process

tion is achieved by reorganizing the nuclei of the reactant
atoms and surrounding material to an appropriate configu-
ration. Both the donor and acceptor are reconfigured, and
this is accomplished spontaneously by thermal fluctuations.
Because ET involves nuclear reorganization, we describe it in
terms of potential energy surfaces as a function of collective
nuclear coordinates, q. The initial and final states each may
be assigned a diabatic potential energy surface, which are
usually well approximated as parabolic with respect to q for
small displacements in q (Fig. 1) [17]. The equilibrium initial
and final state nuclear configurations ( qA and qB) and ener-
gies are defined by the minima in the two potential energy
surfaces. For ET with a free energy change upon going from
the initial to the final states (�G◦), the potential energy min-
ima of the two states are vertically staggered (Fig. 1a). This
case is sometimes referred to as an asymmetric ET reaction.
A symmetric ET reaction has the condition�G◦=0, wherein
the potential energies at qA and qB are the same and the sur-
faces show a shape characteristic of a double well (Fig. 1b).
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In both the asymmetric and symmetric cases, thermally pro-
moted ET proceeds by excitation to the crossing-point con-
figuration qC at the intersection between the two diabatic
surfaces (Fig. 1). The energy at the intersection is the diabat-
ic activation energy, labeled in Fig. 1 as �G∗′

. Note that the
diabatic activation energy is different than activation energy
�G∗, which will be discussed later.

Two important quantities now enter the ET model. The
first is the reorganization energy λ, which is the energy to
distort the equilibrium configuration of the reactants into the
equilibrium configuration of the products, or vice versa, with-
out having moved the electron (Fig. 1). In the case of sym-
metric ET, λ is equivalent to the energy to vertically excite the
system from the initial electronic state to the final electronic
state without changing the nuclear configuration. Thus, ET
can occur by supplying the energy λwith light. For thermally
promoted ET,�G∗′

=λ/4 for parabolic potential energy sur-
faces [17]. Therefore, λ is found in various possible expres-
sions for the ET rate, as will be shown later. Marcus showed
that λ often can be separated into two parts; the internal (or
inner-sphere) part λI involving the energy to distort bonds
in the reactants, and the external (or outer-sphere) part λE
involving the energy to modify the polarization of the sur-
rounding material due to the redistribution of charge in the
internal part [17]. The total reorganization energy (hereafter
λ) is then the sum of the two parts, λ=λI+λE. Also, not sur-
prisingly, the separability of the two parts often turns out to
be convenient in the design of a modeling strategy for their
computation.

The second important quantity is the electronic coupling
between the initial and final electronic states. At qC, we are
concerned with the electron tunneling probability between
the initial and final states. This probability depends on the
amount of electronic interaction between ψA and ψB at qC.
Such an interaction is quantified by the electronic coupling
matrix element VAB, which is given by

VAB = 〈ψA |V (qC)|ψB〉 . (1)

The quantity V(qC) is the effective perturbation opera-
tor that is responsible for the transition between states ψA
and ψB at the intersection region. The electronic interaction
causes a splitting to occur in the intersection region of mag-
nitude 2VAB (Fig. 1). If the interaction is weak and, therefore,
VAB is small (approximately < kT), the system will evolve on
the reactants’ surface for the most part upon excitation to qC
and at times tunnel onto the product surface. If the interac-
tion is strong and, therefore, VAB is large (approximately >
kT), two new adiabatic states are formed from the diabatic
ones (Fig. 1). In the adiabatic case, the system evolves on
the lower surface and, barring multiple crossings over the
barrier, impingement on qC results in the ET products being
formed. The weak interaction case is conventionally referred
to as the ‘nonadiabatic’(or also ‘diabatic’) case and the strong
interaction case is referred to as ‘adiabatic’.

Adiabaticity can be determined from the value of the
transmission coefficient κ , which is given by [55,56]

κ = 2P

1 + P
, (2)

where P is the probability for conversion of the reactants
into products upon a single passage through the intersection
region. In the semiclassical model, P is given by [55]

P = 1 − exp

(
− νel

2νn

)
, (3)

where νel is the frequency of ET at the intersection and νn is a
nuclear vibration frequency. From the Landau–Zener model
for classical harmonic motion [55,57,58]

νel

2νn
= 2πV 2

AB

h̄ν |SA − SB| , (4)

where ν is the average velocity of the system moving through
the intersection, and SA and SB are the slopes of the two
potential energy surfaces at the intersection. For equivalent
surfaces, as in the symmetric ET case, it can be shown that
[55,59]

νel = V 2
AB

h̄π

√
π3

λkT
. (5)

For values of κ << 1, the ET reaction is nonadiabatic,
whereas for κ=1 or nearly so, the ET reaction is considered
adiabatic.

Given the knowledge of �G◦, λ, and VAB, it is possible
to estimate the ET rate. Rate expressions differ depending on
the adiabaticity, but generally have in common that the rate
is proportional to the product of two probabilities, one being
the probability of forming the nuclear configuration qC, and
the other being the electron transmission probability while at
qC. For the nonadiabatic case in the high-temperature limit,
the ET rate can be taken as the golden rule-based expression
[60]

ket = 2π

h̄
V 2

AB
1

(4πλkT )1/2
exp

(−[�G◦ + λ]2

4λkT

)
, (6)

wherein it is assumed that the interaction betweenψA andψB
is weak. For the adiabatic case, ignoring nuclear tunneling,
the rate expression takes the form [17]

ket = κνn exp

(
−�G∗′

kT

)
. (7)

In the case of similar parabolic potential energy surfaces, the
diabatic activation energy is given by [17]

�G∗′ = (�G◦ + λ)2

4λ
. (8)

Under similar assumptions, in the symmetric ET case, it is
possible to estimate �G∗ using [61]

�G∗′ = −λ
4

+
(
λ2 + 4V 2

AB

)1/2

2
− VAB. (9)

In this case the adiabatic rate is given by

ket = νn exp

(
−�G

∗

kT

)
(10)
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This treatment assumes that once the activation energy is
overcome, the ET products will be formed.

Note in the above we have tacitly assumed that only
classical nuclear modes contribute to the activation energy
(i.e., h̄νn � kT ), and that we can ignore the contribution of
quantum modes (i.e., h̄νn � kT ). For the specific appli-
cations covered below, we are primarily interested in the
room-temperature behavior or higher, and we have found
good performance in the classical assumption as shown be-
low. Furthermore, in FeII/III ET systems, we often are able
to reduce the number of internal reorganizing modes that
need to be considered to that of the breathing mode for Fe–O
bonds.

3 Computational strategies

The main purpose of this section is to illustrate how computa-
tional chemistry methods can be used to estimate λ and VAB.
Such methods can also be used to estimate �G◦ for asym-
metric ET reactions but we ignore this aspect here because
calculation of free energy differences is not unique to ET
reactions.

3.1 Internal reorganization energy

In general, there are two strategies to compute the internal
reorganization energy using computational chemistry meth-
ods. One strategy is referred to as the ‘4-point’method, which
was introduced by Nelsen [62]. The other is referred to as
the ‘direct’ method. The two methods differ primarily in
their ability to capture interdependence in an ET donor–
acceptor pair. Application of the 4-point method implicitly
assumes that the ET donor and acceptor are independent of
each other, i.e., reorganization of the donor does not influ-
ence the configuration of the acceptor, and vice versa. This
condition is often approximately met in an outer-sphere ET
reaction wherein the donor and acceptor are not bonded to
each other, or where the donor and acceptor are separated by a
long molecular bridge. Mutual independence of the donor and
acceptor allows one to compute λI from the sum of the distor-
tion energies for the donor and acceptor separately, requiring
four energy calculations (Fig. 2a) [62–66]. In contrast, in the
direct method, λI is computed as the distortion energy for
the donor-acceptor pair as an intact unit (Fig. 2b), so it cap-
tures contributions to λI arising from the interaction of the
donor and acceptor. Hence, it is equally applicable to inner-
sphere ET or ET mediated by short molecular bridge as it is
to outer-sphere ET. While the direct method is more general,
the 4-point method is useful because it is simpler to execute
in practice.

Comparison of the performance of the 4-point and direct
strategies can be of interest because it reveals the degree of
interdependence between donor and acceptor, with a large
difference reflecting a strongly interdependent donor–accep-
tor pair. For example, two comparisons have recently been
given in both cases for FeII/III valence interchange ET reac-
tions in iron oxide crystals [40,51]. Electrons in some of

Fig. 2 Potential energy diagrams depicting the approach for using com-
putational chemistry methods to calculate the internal reorganization
energy with the a 4-point (λ=λA+λD) and b direct strategies [51,62]

these materials have long been viewed as spatially localized
and the site-to-site motion of charge occurs by the hopping
of small polarons [48]. However, the bridging of adjacent
Fe atoms by one, two, and sometimes three oxygen atoms
leads to the possibility of strong orbital interaction within
donor-bridge-acceptor groups and the propensity for super-
exchange. A linear chain-like model comprised of repeating
FeIII O6 octahedra (Fig. 3a) was used in one case as a repre-
sentation of edge-sharing (doubly bridged) subunits of cer-
tain iron oxide crystals [51]. The chain can be described with
the formula

[
FeIII(OH)2(OH2)2

]+1m
m

where m is the number
of repeat units in the chain. The spin configuration on each
iron atom was t32ge

2
g and the spins were all aligned parallel

(ferromagnetic). The computational tasks involved are the
following: (1) determine the extent of the structural distortion
associated with the creation of a single FeII (t42ge

2
g) ‘defect’ at

some iron location in the chain, and (2) construct calculations
using this distortion to compute the required energetic com-
ponents of the 4-point and direct strategies as a function of
ET distance along the chain. Resulting values for λI as a func-
tion of the ET distance are shown in Fig. 3b. For short ET dis-
tances, there are substantial differences between the results of
the two strategies, indicating that the donor and acceptor are
strongly interdependent. The difference decays slowly as the
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Fig. 3 Illustration of the calculated relationship between the 4-point and direct strategies for computing the internal reorganization energy [51].
A chain-like iron oxide model (a) was used to calculate the reorganization energy using the two different strategies (b) as a function of distance of
separation between the ET donor and acceptor. The result for the 4-point method is shown by the dashed line, and the result for the direct method
is shown by the solid line

ET distance increases, all but vanishing at distances greater
than a hopping span of eight iron octahedra. At this distance,
the donor and acceptor geometries are not tied to each other,
and thus the 4-point method for calculating λI gives a good
value.

3.2 External reorganization energy

The external reorganization energy pertains to the contribu-
tion of the medium, often solvent molecules, surrounding the
donor–acceptor pair to the total reorganization energy. The
essential task is to calculate the energy required to form the
nonequilibrium (solvent) configuration appropriate for ET,
while avoiding the donor and acceptor themselves. While
it is possible to envision molecular simulations that include
explicit solvent to assess its contribution to the reorganiza-
tion energy directly [67–70], in practice a continuum model
is attractive because of its simplicity. Since Marcus’ famous
continuum-based expression first appeared [17], many varia-
tions have been produced [71]. An example is the one allow-
ing for ellipsoidal cavities by German and Kuznetsov [72]
which, for the case of spherical cavities, gives the identical
result as Marcus’ expression. In this example, the external
reorganization energy is given by [72]

λE = e2

(
1

εopt
− 1

εs

)1

2

2∑
i=1

F(ϕi, αi)√
a2
i − c2

i

− 1

R


 (11)

where e is the elementary charge, εopt is the optical dielec-
tric constant, εs is the static dielectric constant, R is the ET
distance, and F (φiαi) is the elliptic integral of the first kind
where the parameters

φi = sin−1



√
a2
i − c2

i

ai


, (12)

and

αi = sin−1

√
a2
i − b2

i

a2
i − c2

i

, (13)

and ai , bi , ci are the semi-axes of ellipsoid i. Despite their
apparent oversimplifications, continuum-based expressions
have been used with remarkable success, with their simplic-
ity adding significantly to their value. Models with increased
sophistication have been forthcoming, especially with respect
to integration with current computational chemistry methods
[69,73].

3.3 Reaction coordinate: qC

Given the equilibrium nuclear configurations for the initial
and final states, an estimate of the configuration at qC is of
interest both in terms of determining the energy of the inter-
section and for evaluation of VAB. While explicit determina-
tion of the whole reaction coordinate is desirable, it is often a
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difficult task with systems possessing many nuclear degrees
of freedom. Simplified, approximate reaction coordinates can
be useful. One such example of utility for the two-state ap-
proach to ET is the linearized reaction coordinate model [74].
When the diabatic surfaces are parabolic, a good approxima-
tion of the reaction coordinate is given by

q(ξ) = ξqA + (1 − ξ)qB. (14)

Using 1≥ ξ ≥0, q can smoothly change from qA(ξ=1) to
qB(ξ=0) going through qC(ξ=1/2).

3.4 Electronic coupling matrix element

The quantity VAB is half of the energy splitting between the
upper and lower adiabatic surfaces at qC (Fig. 1). There are a
number of strategies for estimating VAB using ab initio com-
putational methods [75]. Two strategies are briefly outlined
here, namely the so-called quasi-diabatic [74] and the gener-
alized Mulliken-Hush (GMH) [76] methods. The quasi-dia-
batic method is based on the conventional approach of using
two diabatic states to describe the ET system. At the inter-
section, the splitting can be obtained by solving the secular
equation∣∣∣∣ HAA − E HAB − ESAB
HAB − ESAB HBB − E

∣∣∣∣ = 0, (15)

where Hij = 〈
ψi |H |ψj

〉
and i and j are equal to A or B, H is

the total electronic Hamiltonian, SAB = 〈ψA|ψB〉, and E is
the energy eigenvalue. The two roots of the secular equation
give the upper and lower adiabatic surfaces (Fig. 1). Half of
the energy difference between the two adiabatic surfaces at
qC, under the simplification that HAA=HBB, is given by [74]

VAB = |HAB − SAB (HAA +HBB) /2|
1 − S2

AB

. (16)

The terms may be calculated by using standard output from
Hartree-Fock (HF) calculations [74]. It requires two non-
orthogonal diabatic spin-unrestricted HF wavefunctions for
the reactants and products. The more strongly localized these
wavefunctions are, the more suitable they would be for this
approach. The overlap matrix D = B†SA is calculated from
the atomic orbital overlap matrix (S) and the eigenvectors
for the two diabatic states, A and B. The method of cor-
responding orbital transformation is used to bi–orthogonal-
ize the overlap between the spin-orbitals of the two diabatic
states, simplifying the evaluation of the Hamiltonian between
them using Slater’s rules [77]. The quasi-diabatic strategy
has been implemented in the standard codes HONDO [78,
79] and NWChem [80].

The Mulliken-Hush method is based on the relation be-
tween the transition dipole moment µ12 and VAB for a two-
state system with weakly interacting diabatic states [20,81].
An assumption in this method is that the diabatic states are
localized, so the off-diagonal dipole moment matrix element
µAB is equal to zero. This method entails, independently,
defining the characteristics of the diabatic states [76]. The

GMH model [76] defines the diabatic states solely in terms
of adiabatic, spectroscopically observable quantities. Using
the adiabatic states as a basis set for defining the diabatic
states, the diabatic states are those that diagonalize the pro-
jection of the electronic dipole moment vector operator in the
direction of the ET process (defined by the adiabatic dipole
moment shift) [82]. The GMH expression for the electronic
coupling is

VAB = µ12�E12[
(�µ12)

2 + 4(µ12)
2
]1/2 , (17)

where µ12 is the adiabatic transition dipole moment between
states 1 and 2 and �E12 is the vertical adiabatic energy gap,
and�µ12 is the difference in the dipole moments of the adi-
abatic states between which the ET occurs. The GMH ap-
proach is applicable to systems with arbitrary geometries,
treats excited as well as ground states, is capable of treating
several states simultaneously, and permits the inclusion of
electron correlation for all states of interest. All input terms
are spectroscopic observables, and also can be easily ex-
tracted from electronic structure calculations.

4 Example applications

4.1 Metal ion oxidation by molecular oxygen

An example of an important environmental ET system, which
has been benefited by the application of computational ET
methods just discussed, is the homogeneous oxidation of
aqueous transition metal ions MII →MIII by dissolved molec-
ular oxygen. Of particular interest is the contrast in oxidation
rates of FeII and MnII hexaqua ions. The oxidation rate of
these metals is generally found to be strongly pH dependent
and first-order with respect to the metal ion [83]. The most
widely accepted step-wise oxidation scheme that incorpo-
rates these dependencies is the Haber-Weiss mechanism [84],
which can be written (ignoring waters of hydration):

MOH1+ + O2 + H+ → MOH2+ + HO•
2, (18)

M2+ + HO•
2 + H2O → MOH2+ + H2O2, (19)

M2+ + H2O2 → MOH2+ + OH•, (20)

M2+ + OH• → MOH2+, (21)

where the first step involving ET from the metal ion to the
molecular oxygen molecule is rate-limiting and, therefore, it
is the reaction that controls the overall rate [85].

Before ET can occur, the reactants must first diffuse to-
gether to form an encounter complex. Very little is known
about the structure of encounter complexes between metal
ions and oxygen molecules. There is no direct evidence that
would indicate whether an inner or outer-sphere complex is
formed, which directly impacts the ET rate. However, analy-
sis of the outer-sphere case is instructive and useful for com-
parisons with experiment. It also allows us to take advantage
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Table 1 Theoretical and experimental M–O bond lengths (Å) in M(OH2)6 ions

Method Ref. M–O MnIII MnII Ag FeIII FeII Ag FeII Bg

B3LYP/(VTZ,6-311++G**)/gas-phase [87] 1 1.949 2.218 2.059 2.136 2.142
2 1.949 2.218 2.059 2.137 2.143
3 2.094 2.218 2.059 2.218 2.160
4 2.094 2.218 2.059 2.219 2.161
5 2.098 2.218 2.059 2.140 2.186
6 2.098 2.218 2.059 2.143 2.186
Avg. 2.047 2.218 2.059 2.166 2.163

B3LYP/DZVP/gas-phase [64] 2.031 2.201 2.050 2.154
B3LYP/6-311+G/gas-phase [64] 2.039 2.197 2.051 2.145
BPW86/VTZ/gas-phase [115] 1.952(2) 2.114(4) 2.197 2.067 2.132(2) 2.127(4)
B3LYP/(6-311+G,6-31G)/gas-phase [89] 2.061
Experiment [116] 2.177 1.990 2.095

of Marcus’ cross-relation to treat the problem more easily,
albeit more approximately, in terms of the self-exchange ET
reactions of the separate ET couples. In one form, the cross-
relation is simply [60]

λ12 = λ11 + λ22

2
, (22)

where the subscripts are used to differentiate the reorganiza-
tion energies for the cross-reaction λ12 and the self-exchange
reactions λ11 and λ22. For our case, then, we are interested in
the self-exchange reactions

M(OH2)6−x(OH)3−x
x + M(OH2)6−x(OH)2−x

x

k11−→ M(OH2)6−x(OH)2−x
x + M(OH2)6−x(OH)3−x

x , (23)

where waters of hydration are now included in the notation
as are hydrolysis species, and

O2 + O−•
2

k22−→ O−•
2 + O2. (24)

The cross-reactions can be written as

M(OH2)6−x(OH)2−x
x +O2

k12−→M(OH2)6−x(OH)3−x
x +O−•

2 .

(25)

Iron ion self-exchange reactions of the type in Eq. 23 for
x=0 have long been a topic of study [56,60,86]. The II/III
valence interchange for Fe(OH2)6 (high-spin) involves the
transfer of the minority spin electron occupying the t2g sub-
set of the Fe(3d) orbitals; hence, the donor orbital is of π
symmetry. For the FeIII hexaqua ion, five 3d majority spin
electrons are distributed uniformly among the five 3d orbi-
tals (dz2 , dx2−y2 , dxy, dxz, dyz). Consequently, the structure
is highly symmetric (Th symmetry). For the FeII hexaqua
ion, the minority spin electron occupying the t2g orbitals,
which causes a Jahn-Teller distortion in the structure, breaks
the symmetry. It involves the differentiation of Fe–O bond
lengths into three sets of pairs, with equivalent bonds dia-
metrically opposed from each other about the Fe atom. Slight
water rotation about the Fe–O axes leads to C2h symmetry
[87,88]. Also, analysis of the character table for the C2h
point group yields two possible electron-accepting states,
with symmetry labelsAg and Bg, based on whether the minor-
ity spin electron occupies the dxy orbital or a mixture of
dxz/dyz, respectively [87].

The MnII hexaqua ion shares the symmetric d5 high-
spin arrangement that is found in the FeIII hexaqua ion. The
MnII/III valence interchange involves the transfer of one of
the majority spin electrons occupying the eg subset of the
Mn(3d) orbitals; the donor orbital is of σ ∗ symmetry. Opti-
mizations (symmetry unconstrained) of the MnIII hexaqua
ion yield a distorted structure involving a pair-wise differen-
tiation of Mn–O bonds as described above, but with no water
rotation, and D2h symmetry [87]. Analysis of the character
table for the D2h point group indicates that removal of an
electron from either dz2 or dx2−y2 orbitals of MnII yields the
same irreducible representation Ag.

Standard ab initio methods such as density functional
theory (DFT), particularly in the form of hybrid HF-DFT
functionals such as B3LYP, can give good performance for
structure prediction for these ions [64,87,89]. Accuracy in
this task is one essential component for yielding good val-
ues for the (internal) reorganization energies, the other being
accurate force constants. A comparison of selected calcu-
lated and experimental M–O distances is given in Table 1.
For these ions, it is valid to focus primarily on the M–O dis-
tances because the single largest contribution to λI is from the
symmetric breathing mode. Calculated bond lengths for both
the Fe and Mn ions using B3LYP are slightly greater on aver-
age than from measurements of the aqueous ions using the
extended X-ray absorption fine structure method (EXAFS)
[90]. However, the average calculated bond length changes
associated with the III→II oxidation state change are essen-
tially identical to the 0.11Å (Fe) [90] and 0.17Å (Mn) [86]
experimental values.

Table 2 Theoretical and experimental internal reorganization energies
for M(OH2)6 ions

Method Ref. MnAg FeAg FeBg

B3LYP/(VTZ,6-311++G**)/gas-phase [87] 1.91 0.69 0.70
B3LYP/DZVP/gas-phase [64] 2.01 0.68
B3LYP/6-311+G/gas-phase [64] 1.79 0.61
B3LYP/6-311+G/PCM [65] 2.40 0.82
Exp.a 2.26 0.98

a These were determined using Eq. 26 and experimental vibrational
frequencies 366 cm−1 for MnII, 510 cm−1 for MnIII, 388 cm−1 for FeII,
and 506 cm−1 for FeIII [117,118]
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Fig. 4 Ball-and-stick diagrams of the structures and relative orientations of M(OH2)6 clusters in a apex-to-apex and b face-to-face encounter
complexes [87,91]

Calculated values for λI demonstrate that λI depends pri-
marily on the eg versus t2g nature of the donor orbital. Some
recent values for λI computed using the 4–point method are
given in Table 2. Values of λI analogous to experimental ones
can be determined from [59]
λI = 3(fII + fIII)(dII − dIII)

2 (26)
where fi is the breathing force constant for oxidation state i,
for which fi = 4π2ν2

i c
2µ with νi as the measured breathing

frequency and the reduced mass µ equal to the mass of one
water molecule, and di is a measured M–O bond distance
at equilibrium. Values determined in this way are listed in
Table 2 for comparison with the ab initio values.

As one source of contrast in the FeII and MnII hexaqua
ion oxidation rates, the internal reorganization energy for the
MnII/III self-exchange ET reaction is much higher than that
for the FeII/III self-exchange ET reaction because the ET orbi-
tal is part of the eg subset of the Mn(3d) orbitals. The eg orbi-

tals are oriented along the Mn–O bonding directions and have
strong σ–type interactions with ligand orbitals. Changing the
occupation of the eg orbitals has a large effect on the Mn–O
interaction, producing large Mn–O bond-length changes and
a large λI. The ET orbital for the FeII/III self-exchange ET
reaction involves the t2g subset of Fe(3d) orbitals, which are
oriented along the quasi-twofold symmetry axes bisecting
the octahedral edges. These orbitals do not interact strongly
with ligand orbitals. Thus, changing the occupation of the
Fe(3d) t2g orbitals has less influence on Fe–O bond lengths
and λI for FeII/III self-exchange ET is lower than for MnII/III

self-exchange ET.
The electronic coupling in MII/III(OH2)6 self-exchange

ET reactions is sensitive to the distance of separation and the
relative orientations of the monomers in the encounter com-
plex. Two fixed orientations that have been used for case stud-
ies are ‘apex-to-apex’ and ‘face-to-face’ orientations (Fig. 4)
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Table 3 Calculated values for β and VAB at selected values of r

Self-exchange ET reaction β (Å−1) ln Vr=0
AB (cm−1) r (Å ) VAB (cm−1)[87] VAB (cm−1 )[91] VAB (cm−1)[119] VAB (cm−1 )[93]

Apex-to-apex
Mn Ag 2.972 16.698 7.3 347
FeAg(dxy)/Bg(dxz,dyz) 3.116/3.480 14.527/16.391 7.3 23/40 27 12 25
Face-to-face
Mn Ag 2.356 9.763 5.5 27
FeAg(dxy)/Bg(dxz,dyz) 2.534/2.242 10.171/9.715 5.5 25/35 98 50 49

[87,91]. Owing to the exponential distance dependence, the
results can be compactly described by fitting to the expression
[56]

VAB = V 0
AB exp

[−β(r − r0)

2

]
(27)

where r is the separation distance, β is the decay parameter,
and V 0

AB is the value of VAB at the optimal separation dis-
tance r0. Best fits to recent theoretical calculations of VAB
for FeII/III and MnII/III hexaqua ions are given in Table 3.
The optimal values of r for transition metal hexaqua ion self-
exchange ET are thought to be in the range of 5–9Å [56,
60]. Newton et al. [92] have estimated r0=5.5Å for the Fe
case. Optimal values of r for MnII/III have not been deter-
mined, but values established for FeII/III self-exchange can
be used for MnII/III to facilitate comparisons (Table 3). VAB
for the apex-to-apex encounter orientation is substantially
larger at any given distance considered than that for the face-
to-face encounter orientation, possibly due to efficient su-
perexchange interaction mediated by the water ligands [87,
93]. Superexchange interaction may also explain, at least in
part, the significant differences that exist between the Fe and
Mn apex-to-apex encounter orientation relative to the face-
to-face encounter orientation (Table 3).

Now we turn our attention briefly to the O0/1−
2 self-

exchange ET couple (Eq. 24). The acceptor orbital in O2 is
one of the degenerate half-filled π∗ orbitals, leading to weak-
ening of the O–O double bond upon reduction and instability
in the superoxide radical product. The π∗- to π∗- match be-
tween donor–acceptor orbital symmetries make this reaction
a relatively fast outer-sphere exchange [94–97]. Estimates of
k22 based on the application of Marcus cross-relation equa-
tions to experimental cross-reaction rates have varied 16 or-
ders of magnitude [98]. Clearly preferable is the available
direct measurement [98], where use of isotopic labeling indi-
cated that k22=450±160 M−1 s−1. Theoretical calculations
have focused on various aspects of this ET reaction [65,94,
97]. Bond-length differences between O2 and O−

2 , as deter-
mined by DFT calculations, are predicted to be relatively
large (1.254 and 1.402Å, respectively) leading to a large λI
given the simplicity of the structure. Using a combination of
DFT structures (with PCM solvation), with r and VAB cal-
culated explicitly using semi-empirical methods [97], and
using a classical expression describing the rate of encounter
complex formation in aqueous solution, the self-exchange
rate was estimated to be k22=168 M−1 s−1 [65], in reasonably
good agreement with the direct experimental measurement.

Given the above theoretical analyses of the self-exchange
ET reactions, it is possible to construct a semiquantitative
model for the rates of cross-reaction (Eq. 25), where the
divalent metal ion is oxidized by molecular oxygen in a pre-
sumed outer-sphere encounter complex. This necessarily in-
volves estimates of �G◦ (Fig. 1a), either by experiment or
computation. Also, to assess the effects of hydrolysis on the
rate, as implied in Eq. 25, the effect of changing the net molec-
ular charge on the rate of encounter complex formation needs
to be considered. Using a non-adiabatic ET treatment, cal-
culated oxidation rates for FeII(OH2)6 are in excellent agree-
ment with experiment (exp. log k12 = −6.0 M−1 s−1 [30],
calc. log k12 = −5.8 M−1 s−1 [65]). In contrast, the rates
calculated for the hydrolysis species of FeII, as well as those
for MnII(OH2)6 and its hydrolysis species predict rates that
are slower than the observed rates by two to four orders of
magnitude [31,65].

The good agreement for FeII(OH2)6 is suggestive that
the oxidation of this ion could follow an outer-sphere mech-
anism. The underprediction of the oxidation rates for the
hydrolysis species of FeII and MnII indicates that a differ-
ent ET mechanism is operative, likely via the creation of an
inner-sphere complex. Not only are water ligand exchange
rates expected to increase with increasing degrees of hydro-
lysis [99], but arguments based on molecular orbital theory
are suggestive of an inner-sphere mechanism for MnII oxida-
tion. The σ ∗ donor orbital for MnII is a poor symmetry match
with the π∗ acceptor orbital of O2 for outer-sphere ET [100],
but this combination is a good match for the formation of
the inner-sphere adduct [Mn(OH2)5(O2)]2+ In contrast, the
π symmetry of the FeII donor orbital is a match with the π∗
acceptor orbital on O2 through an outer-sphere encounter, al-
though formation of an inner-sphere adduct is not ruled out
by this analysis alone. For example, FeII–O–O bonding is
found, for example, at the active site in oxyhemoglobin [101,
111,112,103], and this bonding is expected to be present in
the encounter complex for the hydrolysis species of FeII [65].

4.2 Charge mobility in hematite

Injection of electrons into α–Fe2O3 hematite has the gen-
eral outcome of converting FeIII into FeII. Hence, recent
theoretical ET modeling has been focused on calculating
electron hopping rates specifically for this ‘forced’ mixed-
valence condition in hematite. The essence of this ET system
is a homogeneous intervalence FeII/III ET (a symmetric ET,
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Fig. 5 Schematic illustrations of ET in solid phase iron oxides by site-to-site hopping of small polarons [40]

Fig. 1b) similar in many ways to the FeII/III self-exchange
ET reaction in solution as discussed earlier. An important
similarity is that because electrons tend to form small pola-
rons in hematite [48], we expect that electrons are spatially
localized within the donor–acceptor pair. An important dis-
tinction from the previous system is that, in this case, the
structure that becomes the donor–acceptor pair is precisely
known from crystal structure information. Hematite has the
corundum structure. Each FeIII is coordinated to six oxygen
atoms in a distorted octahedral environment. The octahedra
are edge-sharing in the (001) basal plane, and face-sharing
along [001]; hence, the Fe atoms in any particular nearest
neighbor Fe–Fe pair are bridged by either two or three oxy-
gen atoms. Fe–Fe distances across both the shared edges and
shared faces are close to 3Å .

The magnetic structure of hematite imposes different rel-
evant spin configurations for ET in different crystallographic
directions. Each FeIII cation is in a high-spin d5 electronic
configuration. Below 960 K, the spins are ferromagnetically
coupled within (001) planes and antiferromagnetically cou-
pled along [001], yielding a net antiferromagnet nominally.
In other words, in a transect along the [001] direction, every
crossing of an oxygen plane is accompanied by a reversal of
the majority spin direction on the iron atoms. It is interest-
ing that although the Fe–Fe distances along [001] are nearly
identical to those within (001) planes, electrical conductivity
is highly anisotropic, with the least facile transport direction
along [001] by up to four orders of magnitude [104]. In a
classical view, the anisotropy could possibly be explained
because an electron added to a lattice of high-spin (d5) FeIII

atoms (a minority spin electron) is only allowed to move in
an environment of parallel majority spins [48]. The minor-
ity spin electron is forbidden by Hund’s rules from moving
to the open shell of an adjacent spin-antiparallel FeIII atom
because it may not pair up in an orbital with an electron
of the same spin [48,105]. Hence, an “extra” minority-spin

electron localized on any particular Fe atom would only be
allowed to move to adjacent Fe atoms in the same (001) plane,
and would be classically forbidden from moving along [001].
However, this “minority-spin” description is not strictly valid
since electrons are fermions and electronic wavefunctions
are antisymmetric with respect to the interchange of elec-
trons. While such classical notions have been easily dispelled
upon further evaluation with multi-configuration SCF meth-
ods [61], for our purposes here we will focus on the simpler
case of electron transport within the parallel majority spin
environment of (001) basal planes only.

A small polaron hopping model in (001) planes of hema-
tite is easily produced using the diagram in Fig. 1b as a refer-
ence, and using HF cluster calculations in conjunction with
the ET methods described above [40]. The HF approach is
intrinsically inclined to produce wave functions with localized
electrons because of the exclusion of the effects of electron
correlation. We find this approach well suited to treatment of
small polarons because of the extreme electron localization
that is implied by the formation of small polarons. The initial
and final diabatic states are defined as ψA = FeII

1 FeIII
2 and

ψB = FeIII
1 FeII

2 (Fig. 1b). For the electron at a FeII atom to
move to an adjacent FeIII atom, the nuclei must first assume a
configuration that achieves the electronic coincidence condi-
tion (Fig. 5). Both sites are reconfigured, and this is accom-
plished by thermal fluctuations in the lattice. Owing to the
localized nature of the electrons in hematite, small clusters
have been useful for ab initio calculation of the internal reor-
ganization energy [40]. Tetramer clusters with composition
H20Fe4O16 (terminal protons used for charge saturation) are
large enough to capture the majority of λI (Fig. 6). Using the
direct method, the calculated λI=1.03 eV at the HF level. Us-
ing the continuum expression in Eqs. 11,12,13 for λE, a total
reorganization energy of 1.20 eV was found. Using the line-
arized reaction coordinate model (Eq. 14) and the quasi-dia-
batic method (Eq. 16), calculation of the electronic coupling
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Fig. 6 Polyhedral and ball-and-stick representations of a molecular
cluster used in the calculation of electron mobility in hematite [40]

matrix element at the HF level yielded 0.20 eV. Therefore, the
ET turns out to be adiabatic by Eqs. 2,3,4,5, with a calculated
�G∗ of 0.11 eV [40].

To compare the calculated �G∗ to experiment, we can
use it to estimate the electron mobility within (001) planes
at room temperature, an experimental observable. A slight
variation of the rate expression in Eq. 10 can be used as
given by [48]

ket = nνn exp

(−�G∗

kT

)
, (28)

where, in this case, the frequency of nuclear motion is the
highest infra-red active longitudinal optic mode phonon, νn
as 1.85E+13 s−1 [106], and where n is the multiplicity of
nearest neighbor hopping sites for the electron. The rate ket
is used to estimate the diffusion coefficientD and the mobil-
ity µ using [48]

D = r2ket

2
, (29)

where r is the ET distance and

µ = eD

kT
. (30)

The measured mobility along (001) planes in hematite is
0.10±0.02 cm2 V−1 s−1 [107]. The calculated mobility is
0.06 cm2 V−1 s−1 [40]. Various other experimental methods
give indirect estimates of the activation energy, placing it
close to 0.1 eV [48,108,109]. The good agreement attests to
the success of the small polaron ET model for capturing the
essential physics of the hematite ET system.

5 Future directions

Despite advances that have been made on the two highlighted
environmental ET systems, much work remains to be done.
Direct computation of the free energy surfaces for the metal
ion oxidation reactions, perhaps by molecular dynamics sim-
ulations and umbrella sampling [67,68], would yield the ET
driving force as well as the activation energy simultaneously.

Such methods could also be useful for determining optimal
distances of separation for ET in this system as well. Perhaps
more importantly, however, is describing the oxidation rate
of inner-sphere ET, which would ideally include simulation
of the rate of formation of inner-sphere encounter complexes.
In case of slow ligand exchange rates, we might consider use
of transition path sampling methods for the simulation of
such rare events [110]. For ET in hematite, the calculations
need to be adapted to iron environments near the solid surface
equilibrated with aqueous solution, where electrostatic fields
associated with the solid–water interface presumably would
bias the random walk of injected electrons. In this regard,
we envision the utility of kinetic Monte Carlo simulations of
the dynamics of electron hopping, with the effects of elec-
trostatic fields incorporated and with parameters based on ab
initio calculations of elementary ET hopping processes.

In a broader perspective, the situation is much more inex-
haustible. Our understanding of the kinetics in many environ-
mental ET systems is disadvantaged by a lack of theoretical
analysis. The advances in simulation of elementary ET pro-
cesses that are being made in other disciplines such as molec-
ular biology [60,111–113] are relevant to, and will benefit,
research on environmental ET systems. For instance, recent
efforts to model ET in metalloproteins using large-scale high-
level calculations such as combined quantum and molecular
mechanics (QM/MM) methods are forging the way for sim-
ilar efforts on ET proteins in the electron transport chain
in metal-reducing bacteria [114]. These kinds of modeling
efforts exemplify the ultimate goal of many-atom simulations
of environmental ET processes at the quantum mechanical
level. We think such goals are obtainable now both in terms
of existing theories and computational hardware. The main
limitation seems to be manpower. Hence we are enthusiasti-
cally engaged in helping to push forward the environmental
sciences one step at a time.
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